《实验技术与管理》“英文长摘要”格式要求
1. 篇幅

   要求不少于500个单词，应比中文摘要更为详尽，重点扩充对研究方法或进展以及结果的描述。
2. 结构

英文长摘要正文：尽量使用文字描述，不要使用图、表和公式；不要添加参考文献标引，如果确需引用其他论文内容，建议作者转述。
      对于研究性论文：
      （1）研究目的(Objective)（突出所做工作的重要性和必要性）；

      （2）研究方法(Methods)；

      （3）创新性结果(Results)；

      （4）结论(Conclusions)；

      对于综述性论文：

      （1）研究意义(Significance)（主要突出本领域研究的重要性）；

      （2）研究进展(Progress)（本领域的重要研究进展）；

      （3）结论与展望(Conclusions and Prospects)；
研究性论文英文长摘要示例
K-means based feature reduction for network anomaly detection
JIA Fan1, YAN Yan2, ZHANG Jiaqi1
（1. Key Laboratory of Communication & Information Systems of Beijing, Beijing Jiaotong University, Beijing 100044, China;

2. China Information Security Certification Center, Beijing 100020, China）
Abstract: [Objective] The clustering algorithm has exhibited good experimental results in network anomaly detections. However, the clustering results for rare anomalies are not ideal. Aiming at the problems of poor and inefficient detection of rare attacks by the basic K-means algorithm in the KDD99 data set, this paper analyzes the correlation between each dimension of the data set and each attack type by means of data statistics and finds that rare attacks are easily overwhelmed by numerous common attacks. These rare attacks, which are more threatening, can be better identified when common attacks are removed. Then, an improved K-means hierarchical iterative detection algorithm is proposed. [Methods] This paper studies the network abnormal behavior detection through K-means clustering of THE KDD99 data set and analyzes all dimensions of the data set by means of data statistics. Data preprocessing was performed through numerization, normalization, and data dimension reduction, and targeted feature selection was used to reduce the data dimension of K-means clustering. The clustering algorithm considers the distance between the sample point and the clustering center as the clustering standard. However, three dimensions in the KDD data set are non-numerical attributes; thus, distance calculation cannot be performed. Therefore, the attributes of the three dimensions must be numerized. In this paper, the occurrence frequency of each attribute is used to replace the original attribute numerically. The difference between the values of each dimension in the KDD99 dataset can be huge. Therefore, the values of all dimensions must be normalized before clustering. Generally, the useless dimensions for clustering are removed, which can not only reduce the algorithm complexity but also obtain a better clustering effect. In some dimensions, U2R and R2L have a high proportion of outliers. The improved K-means uses different dimensions to detect U2R and R2L in a targeted manner. K-means clustering iterative operation after multiple attribute reductions could detect attacks of different abnormal types more accurately. Detection rate (DR), accuracy rate (PR), F value, false alarm rate (FR) and clustering convergence time are used to measure the algorithm performance. [Results] The experimental results of The KDD99 data set showed that: 1) The DR of the improved K-means algorithm increased by about 2%, and the DR of KDD99 could be stabilized at over 98%; 2) As the DR increased, more data were classified as abnormal and the accuracy decreased. However, the F value hardly changed, and the FR DR also increased significantly but was still controlled at about 10%; 3) The DR of U2R and R2L attacks, causing the most harm to the system, reached 99% from almost undetected, although the false DR was increased; 4) Even if the parallel clustering scheme was not used, the detection time was shortened by about 99% due to the reduction of each clustering dimension and measured data. [Conclusions] By integrating the statistical ideas and analyzing data sets, the dimension with the greatest correlation with each type of attack can be found for respective targeted detection, thus improving the shortcomings of basic K-means to some extent. The improved method in this paper achieves the expected goal, greatly enhances the DR of rare attacks, such as U2R and R2L, and improves the detection efficiency of the system.
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Overview of deep learning autonomous driving methods
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Abstract: [Significance] Deep learning technology has achieved great success in autonomous driving owing to its advantages of high accuracy, robustness, and low cost. Commercialization of autonomous vehicles has become a focus and a trend. The automotive industry has strict requirements for safety and reliability. Therefore, the accuracy and robustness of sensors and algorithms are highly required in the research of autonomous driving. Conversely, autonomous vehicles are products for ordinary consumers; thus, product costs must be controlled. High-precision sensors for algorithm results are accurate but highly expensive, and this contradiction has been difficult to solve in the past. The high accuracy of deep learning technology promotes the development of autonomous driving. Deep learning has achieved several corresponding advances making significant progress in pedestrian detection, stereo matching, multi-sensor fusion, and vehicle control of autonomous driving. However, it still faces various challenges in terms of industrial feasibility and performance improvement. Hence, it is important and necessary to summarize the existing research to rationally guide the future development of this field. [Progress] In the field of pedestrian detection, the convolutional neural network (CNN) model, improved regions with convolutional neural network (R-CNN), and task-assistant convolutional neural network (TA-CNN) models were used. R-CNN has promoted the accuracy of pedestrian detection to a new level. TA-CNN can further improve the robustness and accuracy of recognition by adding semantic information, and the adaptive method for different distributed samples is also conducive to obtaining an improved deep network. In the field of stereo matching, the proposal and subsequent development of the Siamese network have improved the traditional binocular ranging method, which earlier exhibited poor robustness. The feature vectors obtained by deep learning are used to calculate the difference value and obtain the depth information. This method can obtain the image depth information in a better manner. In the field of multi-sensor fusion, multi-source data fusion based on a vision sensor, a radar sensor, and a camera using a deep learning network was introduced. The results of image information and radar information fusion applied to the training depth model proved the advantages of multi-sensor fusion and the possibility of complementarity between sensors. More sensors will be fused in the vehicle. In the field of vehicle control, CNN is used for end-to-end horizontal and vertical control of autonomous vehicles. The indirect perception approach to refine the unmanned vehicle problem into multiple target recognition decisions subproblem conforms to human intuition but contains excessive redundant information and an inefficient processing process. With the maturity of deep learning, the direct perception method is proposed to control vehicles by directly mapping the key vehicle control parameters from sensor data. The behavior reflection method learns a series of quantitative parameters from the image data to represent the road state, and then controls the vehicle based to these parameters. Its performance is between the first two methods. [Conclusions and Prospects] Deep learning is widely used in the perception, decision-making, and control levels in autonomous driving to continuously improve the perception, detection, decision-making, and control accuracy. Analyses show that deep learning will improve autonomous driving systems.
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